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1. Introduction

Techniques

Abstract

This research paper presents a comprehensive evaluation of a
smart agricultural monitoring system designed for soybean
cultivation. It integrates disease detection through image
processing and real-time monitoring to improve crop vyield,
resource efficiency, and farmer decision-making. Various
background removal and image segmentation techniques,
coupled with classifier performance analysis, were employed to
enhance detection accuracy. Field trials demonstrate a 20%
yield improvement with 92% disease detection accuracy. The
system's economic viability shows an ROl of 140% with net
annual benefits of $1,500 per farm. Results indicate significant
reductions in water (33%), fertilizer (40%), and pesticide (40%)
usage, establishing the system's viability for broader
agricultural implementation.

Keywords: Smart agriculture, image processing, disease
detection, soybean, precision farming, machine learning,
background removal, SVM classification

Precision agriculture represents a transformative approach to farming that leverages
advanced digital technologies to optimize crop production, reduce waste, and improve
sustainability[1]. It incorporates a range of tools—such as sensor networks, machine
learning models, and data analytics platforms—to support real-time decision-making and
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targeted interventions in farming operations[2]. Among the critical goals of precision
agriculture are crop yield improvement, efficient resource utilization (water, fertilizers,
pesticides), and early disease detection, which is vital to minimizing crop loss and ensuring
food security[3].

The integration of smart agricultural systems has emerged as a promising solution for
addressing these challenges[4]. These systems combine sensor data acquisition, image
processing, and decision support algorithms to monitor crop health dynamically and
provide actionable insights to farmers[5]. In soybean farming, which is sensitive to diseases
such as downy mildew and white mold, early and accurate detection is crucial for
maintaining productivity and minimizing losses[6].

Image-based disease detection, enhanced with background removal and segmentation
techniques, has demonstrated significant promise in improving classification model
performance in crop monitoring applications[7]. By eliminating irrelevant background
features, these techniques allow classifiers to focus on disease-relevant patterns, thereby
increasing diagnostic accuracy and model reliability[8]. Deep learning methods such as U-
Net and convolutional neural networks have proven particularly effective in this domain[9].

Objectives of this study

1. Evaluate the effectiveness of background removal techniques on disease detection
accuracy

2. Assess the performance of various image segmentation and -classification
approaches

3. Analyze the economic and environmental impact of the smart system

4. Measure user satisfaction and system adoption rates

5. Provide recommendations for agricultural stakeholders

2. Methodology

2.1 Experimental Setup and Dataset Collection

A comprehensive dataset of 500 soybean leaf images representing five disease types

was collected from field conditions. Image acquisition parameters included:

e Resolution: High-resolution RGB images (varying from 1024x1024 to 2048x2048
pixels)

e Diversity: Images captured under varied lighting conditions, background
variations, and leaf angles

¢ Disease Categories: Five distinct disease types including powdery mildew, downy
mildew, white mold, bacterial blight, and healthy leaves

e Annotation Accuracy: Ground truth annotations achieved 98% inter-rater
reliability
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Table 1: Dataset Distribution Across Disease Categories

Dataset Component | Number of Images | Percentage
Healthy Leaves 100 20%
Powdery Mildew 100 20%
Downy Mildew 100 20%

White Mold 100 20%
Bacterial Blight 100 20%

Total 500 100%

2.2 Image Preprocessing and Feature Engineering

A systematic preprocessing pipeline was implemented to standardize images and extract
relevant features:

Preprocessing Steps

e Resizing to uniform dimensions (256256 pixels) to standardize input across all
images
e RGB color space conversion and normalization to [0,1] range
e Histogram equalization to improve contrast and feature visibility
Feature Extraction

Table 2: Feature Extraction Summary

Feature Category | Description Count

Color Features Mean R, G, B values; Hue, Saturation, Value | 6

Texture Features GLCM (Gray-Level Co-occurrence Matrix) 14

Shape Features Area, Perimeter, Circularity, Solidity 4

Total Features 24

Feature selection was performed using two complementary approaches:
1. Recursive Feature Elimination (RFE): Iteratively removed low-importance
features based on SVM coefficients
2. Principal Component Analysis (PCA): Reduced dimensionality while retaining
95% of variance
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2.3 Background Removal and Image Segmentation Techniques
Three distinct background removal methods were evaluated and compared:

Table 3: Background Removal Techniques Evaluated

Method Approach Key Advantage
Thresholding Intensity-based pixel classification | Simple, Fast
K-Means Clustering Unsupervised clustering (k=2) Adaptive, Robust
U-Net (Deep Learning) | Semantic segmentation CNN Highest Accuracy

2.4 Classification and Model Training
A Support Vector Machine (SVM) classifier with radial basis function (RBF) kernel was
trained using:
e Training set: 80% of the dataset (400 images)
Test set: 20% of the dataset (100 images)

e Hyperparameter optimization: Grid search with 5-fold cross-validation

e Performance metrics: Accuracy, Precision, Recall, F1-Score
3. Results and Discussion

3.1 Classification Performance with Background Removal

The integration of background removal techniques significantly enhanced classifier
performance across all metrics:
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Figure 1: Classification Performance Improvement: Effect of
Background Removal on Key Metrics

The figure compares the SVM classifier’s performance with and without background
removal across Accuracy, Precision, Recall, and F1-score, showing consistent gains after
removing background noise. The results indicate improvements from 85% to 93%
(Accuracy), 80% to 90% (Precision), 78% to 88% (Recall), and 79% to 89% (F1-score),
confirming that segmentation/background removal helps the model focus on disease-
relevant features. (Figure 1)
Quantitative Results

Table 4: Classification Performance Comparison: Background Removal Impact

Metric Without Background | With Background | Improvement
Removal (%) Removal (%) (%)

Accuracy | 85 93 +8

Precision | 80 90 +10

Recall 78 88 +10

F1-Score | 79 89 +10

The 8-10 percentage point improvement in accuracy and precision demonstrates that
background removal eliminates noise and focuses the classifier on disease-relevant features.
The U-Net deep learning approach outperformed traditional thresholding and K-Means
clustering methods[10].

3.2 Field Trials and System Efficiency

Real-world deployment in soybean fields demonstrated the practical effectiveness of the
system:

Table 5: Field Trial Results and System Performance

Performance Metric Value

Disease Detection Accuracy | 92%

Yield Improvement 20%

User Satisfaction 88%
Average Response Time 10 minutes
Deployment Duration 4 months

3.3 User Feedback and System Satisfaction

A comprehensive survey of 50 farmers using the system revealed positive reception and
identified areas for enhancement:

Volume 10 ISSUE 01, JANUARY-2026 Page No. 27




E-ISSN No: 2456-6713 Print ISSN No: 3048-6459

International Educational Applied Research Journal
Peer-Reviewed Journal-Equivalent to UGC Approved Journal

A Multi-Disciplinary Research Journal

M Positive Feedback
M Interface Issues
B Feature Requests

Interface Issues
15%

(=}
Sap,
ll/s

®
S '?Oes e

Figure 2: User Feedback Distribution: System Reception Analysis

A comprehensive survey of 50 farmers using the smart agricultural system revealed
overwhelmingly positive reception with clear areas for enhancement. The pie chart
illustrates 80% positive feedback, 15% interface issues, and 5% feature requests (e.g.,
advanced visualization tools). These results demonstrate high system satisfaction while
identifying priorities for Ul improvements and additional analytics features in future
iterations. (Figure 2.)

Feedback Breakdown

Positive Feedback: 80% of users reported improved decision-making and ease of
use

Interface Issues: 15% reported minor usability concerns with mobile accessibility

Feature Requests: 30 specific enhancement requests (e.g., advanced visualization
tools, multi-crop support)

3.4 Economic Viability Analysis

The smart system demonstrated strong economic returns for farmers:

Table 6: Economic Viability: Cost-Benefit Analysis

Economic Parameter Value
Yield Increase 25%
System Cost $3,500
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Net Annual Economic Benefit | $1,500

Return on Investment (ROI) 140%

Payback Period 2.3 years

3.5 Resource Utilization and Environmental Impact

The system achieved significant reductions in resource consumption through optimized
farming interventions:

Table 7: Resource Utilization: Environmental Impact Assessment

Resource Reduction | Impact

Water Usage 33% Improved irrigation efficiency
Fertilizer Usage | 40% Targeted nutrient application
Pesticide Usage | 40% Reduced chemical burden

These reductions highlight the system's contribution to sustainable agriculture by
minimizing environmental footprint while maintaining or improving yields[11].

3.6 Disease Detection Impact and Farmer Intervention

The system's rapid detection capability enabled timely farmer intervention:

Table 8: Disease Detection Impact: Intervention Timeline

Parameter Value

Detection Time Within 24 hours

Farmer Intervention Time Within 12 hours

Disease Spread Reduction | 30%

The 30% reduction in disease spread demonstrates the critical value of early detection in
crop protection[12].

3.7 Decision Support Impact
The system significantly enhanced farmer decision-making capabilities:

Table 9: Decision Support Impact: Farmer Capability Enhancement

Metric Value

Decision-making Improvement | 40%

Adoption of Recommendations | 75%
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Farmer Confidence in System | 88% |

3.8 Background Removal Technique Comparison

Deep learning-based background removal (U-Net) significantly outperformed traditional
methods:

Accuracy Improvement: U-Net achieved 96% segmentation accuracy vs. 82% for
K-Means and 75% for thresholding

Noise Reduction: U-Net eliminated background artifacts that contributed to false
positives

Computational Cost: Trade-off between accuracy and processing time; U-Net
requires GPU acceleration

4. Conclusion

The integration of smart agricultural monitoring systems with advanced image processing
techniques represents a significant advancement in precision agriculture for soybean
farming. This study demonstrates that:

1.

Background removal techniques substantially improve disease classification
accuracy (from 85% to 93%), with deep learning methods (U-Net) proving most
effective[13]

Field trials confirm high disease detection accuracy (92%), achieving yield
improvements of 20% within a four-month deployment period

Economic analysis demonstrates strong financial viability with an ROI of 140% and
payback period of 2.3 years, making the system accessible to small and medium-
scale farmers

Environmental benefits are substantial, with 33-40% reductions in water, fertilizer,
and pesticide usage

High user satisfaction (88%) and adoption rates (75%) indicate farmer readiness for
smart agricultural technologies

Early detection capability (within 24 hours) enables timely intervention, reducing
disease spread by 30%

Future Directions:

1.

2.

Multi-crop Extension: Expand the system to detect diseases in wheat, rice, and
maize

Enhanced IoT Integration: Incorporate soil moisture sensors and weather data for
holistic farm management
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Mobile Application Development: Develop offline-capable mobile app for
resource-limited regions

Explainable AI: Implement model interpretability features to build farmer trust

Scalability Assessment: Evaluate system performance across diverse geographic
regions with varying climate conditions

This research contributes to the broader agenda of sustainable agricultural transformation,
providing evidence-based tools for technology adoption in developing agricultural regions.
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